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Abstract. Social Network Sites (SNS), such as Facebook and Twitter, have attracted users 

worldwide by providing a means to communicate and share opinions and experiences of daily lives. 

When empowered by pervasive location acquisition technologies, location-based social media 

(LBSM) has become a potential resource for smart city applications to characterize social 

perceptions of place and model human activities. However, there is a lack of systematic 

examination of the representativeness of LBSM data. If LBSM data are applied to decision-making 

in smart-city services, such as emergency response or transportation, it is essential to understand 

their limitations in order to implement better policies or management practices. This study 

formalizes the sampling biases of LBSM data from various perspectives, including 

sociodemographic, spatiotemporal, and semantic. This article examines LBSM data 

representativeness issues using empirical cases and discusses the impacts on smart city 

applications. The results provide insights for understanding the limitations of LBSM data for smart 

city applications and for developing mitigation approaches.
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Introduction 

The White House launched the Smart Cities Initiative in 2015 to support cities, federal agencies, 

universities, and the private sector in developing new technologies that make cities more 

inhabitable and equitable (The White House 2016). The following years witnessed a number of 

federal agencies, private companies, as well as non-profits join the table and provide financial 

support for smart city development. There are several key technologies for smart city applications: 

1) sensor-enabled physical infrastructure that provides real-time monitoring of urban resources; 2) 

communication infrastructure that connects the deployed sensors (e.g., the Internet of Things 

(IoT)); and 3) big data generated by the various sensors and the associated new theories and 

applications (Hancke, Silva, and Hancke 2013). These technologies are often inseparable. For 

instance, the massive data generated by sensors has contributed to the rise of big data (Batty 2013), 

which in turn expanded the definition of sensing technologies beyond just physical sensors (e.g., 

Bluetooth sensors). The increase of social networking sites (SNS) where people can share their 

social life has introduced new opportunities to monitor individuals’ activities and the perception 

of their surroundings. Researchers have defined location-based social media (LBSM) as ‘Social 

Network Sites that include location information’(Roick and Heuser 2013). LBSM has been widely 

used as potential resources to characterize social perceptions of places and to model human 

activities in various applications. Innovative concepts such as “human sensing” and “social sensing” 

were introduced into sensing technologies to refer to human observations of both physical and 

social geographies (Calabrese, Ferrari, and Blondel 2015; Liu et al. 2015).

However, like other types of big (geo) data, LBSM data have various data quality issues, such as 

accuracy, precision, completeness, and representativeness (Shi et al. 2018; Yuan, Wei, and Lu 

2018). Different SNS tend to attract certain population groups and support the sharing of particular 
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content, making them limited in data representation (Golub and Jackson 2010). In other words, 

biased sampling (e.g., demographically, spatially, temporally, and semantically) naturally leads to 

data representativeness issues. If LBSM data are applied to decision-making in smart city services, 

understanding the sampling biases of such data is critical for implementing better policies or 

management practices. This study examines the representativeness issues of LBSM data caused 

by sampling biases from sociodemographic, spatiotemporal, and semantic perspectives. The terms 

“data representativeness issues” and “sampling biases” are used interchangeably in the rest of this 

paper. The main objective is providing a framework to examine LBSM-enabled smart city services 

and their limitations. We discuss the representativeness of LBSM data and their impacts on smart 

city applications by incorporating empirical analyses. The results provide valuable inputs for 

understanding how LBSM sampling biases may manifest themselves in smart city applications.

Challenges for Social Media Enabled Smart Cities

The implementation of a smart city requires the integration of three essential components: 

advanced information and communication technologies (ICTs), open governance, and resident-

centered services; the third component is often overlooked in real-world smart city services. In 

other words, there is a tendency to over-emphasize the merit of technology in smart city services 

while the core purposes and functions of city operations are ignored (Kitchin 2015). The central 

goal of a city is to ensure the life quality of its residents through the management, preparation, and 

delivery of resources and services. To this end, ICTs form the technical backbone for smart cities, 

the service aspect serves as the ultimate goal, and the open governance aspect provides the means 

to achieve the goal. A smart city application or service that is built only on the merit of technologies 

without paying attention to people would risk disconnecting the service from its users. The 
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disconnection challenges go beyond identifying what services are needed; they include where, 

when, and by whom a service is needed.

In academia, the discussions about smart cities reflect a broad spectrum of views. Although a 

technocratic approach is not uncommon (e.g., Maeda 2012), researchers recognize the inherent 

comprehensive characteristics of smart cities (Perera et al. 2014).  Harrison et al. (2010) 

emphasized that smart cities should successfully connect different infrastructures of a city – the 

physical infrastructure, the information-technology infrastructure, the social infrastructure, and the 

business infrastructure. Mohanty, Choppali, and Kougianos (2016) argued that a smart city is a 

system of systems where IoT and big data improve a city’s operation and help it fulfill its objective 

of improving life quality. After discussing how big data technologies can support different smart 

city applications, Al Nuaimi et al. (2015) explored a number of open issues, including the role of 

social media for smart city applications and its ramifications, how differing levels of access to 

information affects an individual’s power and political position, and the effectiveness and quality 

of smart city applications. 

To ensure efficient services, smart city applications need to be built upon real-time measurements 

and massive data collection. LBSM data, as a complement to traditional sensors, are particularly 

useful due to their uniqueness in recording human experiences and behaviors at fine spatio-

temporal resolutions (Doran et al. 2016). Taking advantage of LBSM data, urban studies have 

examined spatio-temporal dynamics of cities while seeking insights into the social, cultural and 

political aspects of urban life (Hochman and Manovich 2013; Licoppe 2016; Cabalquinto 2018). 

However, social media data are not universally representative. Studies have examined 

demographic bias of social media data (e.g.  Sloan et al. 2015 and Yuan et al. 2018). Social and 

political inequity was found to not only perpetuate the use of social media, but also feed back into 
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people's usage of urban space (Boy and Uitermark 2017). In addition to reflecting human 

experiences, social media may affect human experiences and opinions of space (Evans and Saker 

2017). Hence, it is crucial to understand the limitations of LBSM data when applying them to 

smart city applications.

The Missing Parts from Social Media Data for Smart Cities

Researchers have identified 5Ws and 1H (“Who”, “Where”, “When”, “What”, “Why”, and “How”) 

in social media studies (Khosrow-Pour 2018). “Who” refers to the challenges of identifying user 

groups on social media and evaluating the data quality associated with biased sampling (Longley 

and Adnan 2016). “Where” and “When” identify the spatio-temporal patterns from social media 

content, which are the most crucial aspects of LBSM data for geographic information science 

(GIScience) (Zhang et al. 2016). “What” focuses on mining the semantics of user-generated 

content for urban planning and e-governance (Hu 2018). “How” and “Why” focus on the 

underlying processes within the scheme of social media, such as “How does a social network form 

on SNS?” and “What are the motivations of SNS users?”. Although “How” and “Why” questions 

help to understand the theoretical foundations of social media, most social media applications 

focus on the first 4Ws (“Who”, “Where”, “When”, “What”) (Khosrow-Pour 2018). The rest of this 

paper focuses on the first 4Ws to demonstrate the representativeness issues of LBSM for smart city 

applications.

Who are reflected by LBSM data?

LBSM users are not a random sample in terms of their social, economic and demographic 

background (Golub and Jackson 2010). Pinterest, for instance, particularly attracts women 

between the ages of 25 and 34 with average household incomes of $100,000. One crucial challenge 
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in quantifying these biases is obtaining accurate data on social media users because many SNS do 

not require users to provide personal information. Salganik (2018) discussed common 

characteristics of big data, such as the lack of demographic information and the representativeness 

of the data. Previous research either conducted user surveys or harvested user profiles or posts to 

infer their demographics (Longley and Adnan 2016). A survey-based study by Zickuhr (2013) 

found that LBSM use in the U.S. is not equal across age, gender, and race  and that young people, 

women, and ethnic minorities have a greater LBSM presence. Recent studies in computational 

social science reported similar findings about the biases of digital trace data and the importance of 

combining such data with traditional survey data (e.g., Foster 2017) . 

Naturally, such demographic biases may impact the reliability of applying LBSM to urban services. 

For example,  Rizwan et al. (2018) found that check-ins from female users were more spread out 

in the city, whereas check-ins from male users showed a more clustered pattern in centralized 

districts. Zhong et al. (2015) identified the connection between user demographic factors (e.g., 

age, gender, and income) and their points of interest (POIs) check-ins. They constructed a model 

to effectively predict the demographics of Weibo users based on their check-in time and location.

Our case study shows how the senior population (age 65+) in China is systematically under-

represented on Weibo (Figure 1). Using a random sample of 230,000 Weibo users who checked-

in their locations at least once between March – November 2015, Figure 1 displays their 

distribution using an index of under-representativeness,  IUR(i). 
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where PC(i), PW(i) represents the percentage of demographic group i (e.g. seniors) in the census 

data and Weibo data, respectively. A positive value indicates that a demographic group is 

underrepresented in Weibo. The lower the value, the better this demographic group is represented.

[Figure 1 near here]

This underrepresentation of seniors on Weibo demonstrates a strong regional pattern. For instance, 

the provinces in northeast China show a significantly clustered pattern of senior 

underrepresentation (Moran’s I z-value=2.20, p-value < 0.05). Another cluster of 

underrepresentation is in southwest China (e.g., Sichuan, Chongqing, Guizhou). A deeper 

understanding of the underlying mechanisms for this pattern requires a comprehensive analysis of 

the factors affecting senior citizen usage of LBSM, such as cultural backgrounds, economic 

development, resources allocated to support seniors, etc., which is beyond the scope of this paper. 

Although this example focused on provincial-level patterns, understanding this unbalanced 

population representation in social media data is essential for LBSM-enabled smart city 

applications to effectively serve residents. Future studies should conduct a city or sub-city level 

analysis to explore how spatial scales and the modifiable areal unit problem (MAUP) may impact 

the results.

Despite the challenges in mitigating LBSM demographic biases, it still provides a valuable data 

source for smart city applications. Salganik (2018) pointed out that even though social scientists 

are more used to probabilistic random samples from a well-defined population, 

nonrepresentative data can still provide valuable insights, especially in the exploratory stage of 

outlier patterns and causations. Therefore, if city officials were to rely on nonrepresentative social 

media data to engage a broader audience in urban planning and infrastructure renovation (Borje et 

al., 2009), it would be important to identify suitable research questions. For example, it is feasible 
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to answer questions like “Are there abnormal spatial clusters in the city during a musical festival?” 

based on LBSM data; however, questions like “What is the average number of people impacted 

by Hurricane Harvey in each county?” requires more representative data and cannot be answered 

solely based on social media data.

In addition, it is possible to adjust the sampling process through methods like adopting stratified 

sampling or combining LBSM samples with other public survey data, which would help mitigate 

the influence of LBSM user sampling biases. Previous studies have applied machine learning 

algorithms to estimate LBSM users’ demographic information, such as age and gender, based on 

their profile information and the semantics of their posts (Longley and Adnan 2016). Another 

option is to generate stratified samples across space based on census data (e.g., income).

Where and When are things happening on LBSM? 

The public sector has utilized spatio-temporal information from LBSM data to model human 

activities in various smart city applications. For example, the Livehoods Project aims to better 

understand the dynamics of urban dwellers and re-image cities using LBSM data (Cranshaw et al. 

2012). However, studies have demonstrated that check-in data tend to cluster in certain areas, 

causing an biased profiling of activities across space and through time (Sloan et al. 2015). For 

example, Bawa-Cavia (2011) identified social hubs (i.e., where social media users are more likely 

to generate a high density of activities) in London, New York, and Paris. Sun and Gonzalez Paule 

(2017) also identified that highly rated restaurants are more likely to cluster spatially and receive 

more ratings on Yelp. Hence, there are inherent biases and representativeness issues in the spatio-

temporal data acquired from LBSM. 

Austin, Texas (ATX) is among the U.S. cities that actively pursue smart city development (City of 

Austin 2017). Using a 4-month Twitter dataset from January to April of 2016, we calculated the 
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number of geotagged tweets by census tracts and correlated that with census data to evaluate social 

media usage in different urban areas (PLBSM). Here we use the residential population data from the 

2010-2014 American Community Survey conducted by the United States Census Bureau (2015).

PLBSM = FLBSM / Population                                                    (2)

where FLBSM is the frequency of geotagged tweets in an area. 

[Figure 2 near here]

As shown in Figure 2, PLBSM  is not spatially uniform across the city. Towards the city center (the 

red polygon), the amount of LBSM check-ins is disproportionally high. This is potentially due to 

geographic distribution of POIs in Austin, such as the bars and restaurants on 6th Street, the 

convention center, and the Texas State Capitol. Another cluster of check-ins is at the Austin Airport 

(marked by an arrow). It is clear that certain districts in central Austin attract more people to check 

in, therefore these locations tend to be over-sampled in LBSM data. Therefore, it is essential to 

quantify such spatial biases and properly adjust the representativeness of LBSM data when 

developing smart city applications, such as emergency response or transportation, to represent 

human mobility (Liu et al. 2014). 

To analyze the temporal patterns of LBSM, we aggregated that same Twitter dataset from Austin 

by recording the number of geotagged tweets for each hour. To validate the human mobility pattern, 

we used Bluetooth data collected by ATX along major streets and freeways and aggregated them 

for each hour during the same period. This dataset captures the presence of Bluetooth-enabled 

devices when they passed by a receiver. Although Bluetooth data does not measure physical 

movement of a well-sampled population perfectly, it captures the “naturally occurring” physical 

movement better than LBSM does. Due to the lack of ground truth data for human mobility patterns, 
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we used Bluetooth data as a proxy for physical movement in this study. Both datasets are 

normalized to the range [0,1] and can be considered an indication of hourly human activity reflected 

by LBSM and Bluetooth, respectively. There is a clear time lag where the peak activity for Twitter 

data is a few hours after that of Bluetooth data (Figure 3). This demonstrates the biases of LBSM 

data in reflecting the temporal patterns of human activities, indicating that there is a discrepancy 

between LBSM posts and when the activity referenced by the posts took place. It is likely that 

LBSM users did not post on LBSM when they were rushing to work, which potentially caused the 

time lag between when the events occurred and the posting on LBSM of those events. This type of 

temporal bias has crucial implications for smart city services that respond to real-time mobility 

patterns of urban dwellers, such as transportation and event planning.

[Figure 3 near here]

The “where” and “when” challenges are beyond simple sampling biases. Locations and time stamps 

from LBSM data may have different levels of accuracy; space-based geotagged posts with precise 

x- and y-coordinates are more accurate than place-based posts using a descriptive of or reference to 

a loosely-defined location. For example, “Houston” can refer to its downtown area, the centroid of 

the city, or anywhere within the city limit as determined by that social media platform. In the context 

of multimedia, whether it’s a picture or video, the area of interest (AOI) can be captured either on-

scene (i.e., where it was posted) or off-scene (i.e., a certain distance away from the post location). 

The resulting on- or off-scene capture can be attributed to the time-lag between data capture and 

posting, which is not uncommon when the multimedia file is large and mobile bandwidth is limited, 

or when the user is moving quickly (e.g., in a vehicle). Moreover, social media platforms like 

Foursquare allow users to check in to receive points when they are within the vicinity of a certain 

location. These practices may introduce spatio-temporal uncertainties into LBSM data.
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As people share critical information on social media during a disaster (Smith et al. 2017), first 

responders and GIScientists harvest LBSM to identify vulnerable populations, conduct damage 

assessments, and allocate appropriate resources for disaster relief and response (Fohringer et al. 

2015). Thus, location accuracy is vitally important for effective emergency response and disaster 

management. 

In a case study that harnessed tweets and crowdsourced data containing water-depth information 

during Hurricane Harvey in 2017, more than 95 percent of relevant posts contained multimedia 

(i.e., text-only posts account for ~5 percent). Among all collected tweets, 244 geotagged tweets had 

a valid location - either represented by a latitude/longitude pair or by selecting a place with 

predefined coordinates (e.g., University of Houston, Downtown Houston, etc.) The geographic 

features and landmarks captured in the pictures/videos were compared with those found in Google 

Maps’ Street View and/or 3D views. There were 107 (~44 percent) and 137 (~56 percent) off- and 

on-scene posts, respectively. In this study, off-scene posts were defined as those located 500 meters 

away from the AOI reference location. By comparing the location of the AOI and the corresponding 

post location shared on SNS, the distance offset between them was calculated as spatial error 

(Figure 4). During Hurricane Harvey, the mean spatial errors of geotagged posts related to water-

depth were 47.7 m (or 198.1 m, excluding 104 posts that had accurate GPS-derived coordinates) 

and 5,219 m for on- and off-scene posts, respectively (Table 1). This finding supports the cautious 

use of LBSM and the importance of reporting spatial accuracy for emergency planning and disaster 

management. 

[Figure 4 near here]

[Table 1 near here]
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What do people talk about on LBSM?

In addition to biases in the “who,” “where,” and “when” aspects, semantic biases from LBSM are 

also worth noting. The content of social media is closely related to the functionalities and 

characteristics of each SNS platform (Morstatter et al. 2013). Inevitably, various biases exist when 

conducting sentiment analysis, public opinion collection, and topic extraction from such datasets. 

Instead of expressing opinions on public matters such as traffic, politics, or urban planning, social 

media users are more willing to publicly discuss topics related to their personal life (e.g., leisure 

activities) (Lansley and Longley 2016). Although most people, LBSM users included, spend most 

of their time around a few key locations, it remains difficult to identify the associated land use at 

these frequently visited locations just by examining the semantics of social media posts (Soliman 

et al. (2017). Previous findings reported a sentimental bias in which people are more likely to post 

on social media under the influence of positive emotions (Mitchell et al. 2013). Hence, if policy 

makers aim to collect opinions on city services, it is crucial to understand the nature, popularity, 

and associated sentiment of various topics on social media. 

 [Figure 5 near here]

In English, verb-noun phrases (e.g., “attend a wedding”) are often used to describe human behavior 

and activities, but complete verb-noun phrases are not common on the Chinese language website, 

Weibo. In a study analyzing the geotagged Weibo posts in Beijing from January 2016 to January 

2017, we used verbs instead of verb-noun phrases to examine activity space. The top 10 verbs 

extracted from Weibo (translated to English) are: eat [吃] (195,623), sleep [睡] (45,923), buy [买] 

(38,449), encourage [加油] (27,252), take pictures [拍(照)] (26,943), have fun [玩] (23,311), work 

[上班] (19,634), study [学习] (19,323), deliver [送(货)] (16,053) and stroll [逛] (12,888). These 
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verbs correspond to different types of activities, such as employment, leisure, education, etc. We 

used fuzzy c-means to cluster the verbs into the following categories: work, study, daily life, leisure 

and others. The fuzzy c-means algorithm generates a membership degree representing how well 

each verb fits into a certain category. The final results in each category include verbs with a 

membership degree larger than 0.8. Although there may be outliers due to the fuzziness of the 

algorithm, this method has proven to be effective in categorizing words based on their semantics 

(Cao, Song, and Bruza 2004). Several verbs in the “others” category, such as “Prevent [防治]” or 

“Bribe [贿赂]” can potentially be related to public issues; however, these verbs make up less than 

1 percent of the entire sample set. Word clouds of two types of activities (“work” and “daily life”) 

are shown in Figure 6. The non-verbs in the word clouds are due to the difference between Chinese 

and English.

[Figure 6 near here]

We found that certain types of activities, such as industrial activities (e.g., manufacturing) or 

political discussions, are rarely discussed on Weibo because social media users prefer to share 

topics related to their daily life. Another example of thematic bias can be illustrated by a search 

for keywords like “traffic accident” or “car accident” from Twitter data collected between 

05/2015-04/2016 in Austin. The results only yielded 388 records, and 383 of them were from a 

verified public account, “Total Traffic Austin,” which is owned by a private company in the 

business of traffic and weather broadcasting. This demonstrates the lack of discussion of certain 

issues on SNS, which brings challenges to the application of LBSM data to smart city services that 

requires topic extractions. 

Discussion and Conclusion 
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LBSM provides rich data sources for modeling human activities and capturing citizens’ 

perceptions in the age of instant access. However, this emerging data source also brings challenges 

for smart city services. Understanding these challenges is crucial for developing meaningful 

LBSM-enabled smart city services. This research takes an initial step of formalizing these 

challenges into a framework of four critical aspects (“Who”, “Where”, “When”, and “What”). 

Nevertheless, there are other challenges that are not fully addressed in this paper, including but not 

limited to:

 Other data quality issues of LBSM: Although we briefly touched upon accuracy and 

precision, our research focuses on the representativeness of LBSM. In addition to the 4Ws, other 

data quality issues can also affect smart city services. First, most LBSM application program 

interfaces (APIs), including Twitter and Weibo APIs, are only able to obtain around 1 percent of 

all geo-located posts, raising questions about data completeness. Second, fake check-ins and bots 

are inevitable issues on LBSM. Without a valid method to address this issue, LBSM-enabled smart 

city applications may be misguided. Third, the demographic profiles of LBSM users are mostly 

estimated by algorithms or from self-reported data, and it is a challenge to validate the credibility 

of such information. Fourth, LBSM data are biased towards overrepresenting “central users” from 

the perspective of the communication network, where a small group of users generate a 

disproportionate amount of data. Questions like, “Do we have overrepresentative data from central 

users in a social network,” are essential to assess LBSM data quality and the scientific rigor of 

experimental design. Finally, social media platforms are driven by technological advancements 

and fast-changing culture so it is important to consider how LBSM data biases evolve. For example, 

the once-popular image and video hosting service, Flickr, lost many active users after changing 

ownership several times, which raises concerns regarding the representativeness of Flickr data.
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 Distinctions between smart city services: Each smart city service has its own objectives 

and functionalities, which naturally leads to different data needs. For example, a service that aims 

to collect public opinions on urban infrastructure will be more sensitive to semantic biases, 

whereas a service that is designed to respond to certain urban events may be affected more by the 

spatio-temporal bias embedded in LBSM data. Policy makers should carefully investigate whether 

and to what degree a smart city service may be influenced by LBSM data biases based on the 4Ws 

discussed in this paper. Table 2 lists several sample city services that are particularly well-suited 

to rely on LBSM data. Note that the reasons listed in Table 2 are only hypotheses, which should 

be carefully tested when developing smart city services. 

[Table 2 near here]

It is important to note that the 4Ws in this study are often inseparable. Specifically, the “Who” 

aspect (i.e., user group biases) contributes to both spatio-temporal biases (“Where” and “When”) 

and semantic biases (“What”). For example, SNS tend to attract young people, who have their own 

preferred check-in locations and topics to discuss on social media. Figure 7 expands the social 

sensing framework discussed in Liu et al. (2015) and illustrates how these 4Ws interact with each 

other: 

 Suppose there are n demographic groups, and the number of people in each 

demographic group is [U1, U2, … Un]. The participation rate of each demographic group 

on LBSM is [p1, p2, … pn].  The total LBSM sample S can be calculated as:

                                                            (3)
1

*
n

i i
i

S U p


 

This corresponds to the “Who” component.
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 Assume that users in this sample S are conducting m types of activities in real life (e.g., 

work, leisure, study, etc.), where the number of activities in each type is denoted by 

[T1, T2, … Tm], and the probability of each activity type getting posted on social media 

is [q1, q2, … qm]. As a result, the number of activities reflected on social media can be 

noted as: 

                                                    (4)
1

*
m

j j
j

D T q


 

where qj is highly dependent on the nature of each activity (i.e., the “What” component), 

and Tj is determined by sample S from the previous step.

 From a spatio-temporal perspective, activities conducted by users in S are unevenly 

distributed across space and time. The probability density of type j activity happening 

in a spatio-temporal unit (x,y,t) can be represented as v(x,y,t,j), where x, y, t represent 

latitude, longitude, and time, respectively. The probability of a type j event happening 

at (x,y,t) appearing social media is proportional to v(x,y,t,j)* qj. This demonstrates the 

various factors that may affect LBSM data quality, including the users who are posting 

in this unit (i.e., the sample S), the specific location/time of this unit (x,y,t), and the type 

of activities being conducted in this unit (qj).

[Figure 7 near here]

To sum up, user sampling bias is the foundation of social media biases. In the meantime, activities 

conducted by these users distribute unevenly across space and time. Furthermore, these unevenly 

distributed activities also have different likelihoods of being posted to social media. Therefore, we 

should consider the 4Ws in a synergistic way when developing smart city services.

Page 17 of 36 Annals of the American Association of Geographers



For Peer Review Only

18

Despite a lack of solutions to fully address or quantify these deficiencies of LBSM data, there are 

several ways to mitigate the potential problem. First, LBSM data can always be supplemented or 

corroborated by other data sources, such as census data and survey data, to improve the 

representativeness of LBSM samples. Second, it is important to identify target user groups from 

SNS data. Although user sample biases are inevitable, researchers can still extract the most 

representative groups on different SNS sites and design their research objectives according to the 

user groups available. Third, due to the low spatio-temporal sampling resolution of LBSM data, it 

is necessary to reevaluate the validity of classic mobility models, measurements, and algorithms 

when applied to such datasets. 

The contribution of this research is two-fold. First, we provided a research framework to better 

understand the relationship between LBSM data and smart city applications through its limitation 

in reflecting human activities. The results also lay the groundwork for future efforts of applying 

LBSM data to various smart city services, such as real-time traffic management, early warning 

systems, and emergency responses. Second, the case studies provided empirical support to quantify 

the biases of two widely-used LBSM datasets (Weibo from China and Twitter from the United 

States) from four perspectives (“who”, “where”, “when”, and “what”). The results of this research 

also provide a reference for policy makers and aid their efforts in applying LBSM data to city 

services. Future research can focus on extending this framework and identifying the distinctions 

of biases for different LBSM platforms. 
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Figure captions

Figure 1.  IUR (65+) by province (excluding the South China Sea islands).

Figure 2. The distribution of PLBSM. 

Figure 3. Twitter and Bluetooth hourly activity comparison.

Figure 4. Example of an off-scene post with the inferred original and relocated post locations.

Figure 5. Spatial distribution of Weibo posts.

Figure 6. Word Clouds (A) work; (B) daily life.

Figure 7. Interactions among the 4Ws.
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Table 1. Statistical summary (in meters) of on-scene and off-scene spatial error. The numbers in 

parenthesis of on-scene posts exclude the 104 posts with an accurate coordinate from a GPS-

enabled smart phone. See text for more details.

Post Location Count of posts Min Max Mean Standard Deviation

On-scene 137 (33) 0 (33.3) 499.5 47.7 (198.1) 106.8 (132.4)

Off-scene 107 512.8 34,175.7 5,218.9 6,618.7
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Table 2. Example smart city services/applications based on LBSM data.

Application Reasoning based on the 4Ws

Identify hotspots of city night 

life

a. Social media particularly attracts young people (“Who”).

b. It is more likely for users to post during leisure activities 

(“What”).

Analyze tourist behaviors at 

transportation hubs (e.g., an 

airport)

a. Users are more likely to check-in at certain locations, such 

as arriving at an airport or a train station (“Where”).

b. Users are more likely to post to social media when they 

travel (“What”).

Model user behaviors during 

national holidays (e.g., the 

spring festival in China)

a. Users are more likely to post on social media during 

holidays (“When”).

b. Users are more likely to travel to new destinations during 

holidays (“Where”).

c. Users are more likely to conduct leisure activities during 

holidays (“What”).
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Figure 1.  IUR (65+) by province (excluding the South China Sea islands). 
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Figure 2. The distribution of PLBSM. 
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Figure 3. Twitter and Bluetooth hourly activity comparison. 
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Figure 4. Example of an off-scene post with the inferred original and relocated post locations. 
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Figure 5. Spatial distribution of Weibo posts. 
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Figure 6. Word Clouds (A) work; (B) daily life. 
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Figure 7. Interactions among the 4Ws. 
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